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AIM OF RESEARCH
Our work aims to detect unusual hidden data
(outliers) in complex data, which are decision
rules. Intelligent expert applications will soon
be able to diagnose disturbing symptoms of the
disease quickly. These types of applications
operate based on decision rules. Applications:

1. network traffic,
2. potential intrusion detection,
3. fraud detection,
4. in medical applications: patient monitoring

to detect critical, possibly life-threatening
situations.

OUTLIERS IN RULES
According to the definition given by Grubbs in
1969: "An outlying observation, or outlier, is one
that appears to deviate markedly from other members
of the sample in which it occurs”. Today outliers
are known to have two important characteristics:
outliers are different from the norm concerning
their features, and they are rare in a dataset
compared to normal instances. Unusual rules
are not errors but have got unusual features
and differs from other rules. They need
to be discovered by knowledge engineers and
discussed with knowledge experts, who may
extend the domain to which an unusual rule
belongs.

RESEARCH METHODOLOGY

Figure 1: Research methodology. Dataset: Covid
19 Case Surveillance Public Use Data have qualitative
characteristics provided by CDC (data.cdc.gov)

Phase I - rules induction and clustering:

1. Loading source dataset into RapidMiner
Studio and sampling using RapidMiner,

2. Loading the source dataset into RSES,
3. Generating rules with RSES using LEM2

algorithm,
4. Rule clustering. Find the value of as many

metrics and indicate the optimal result.

Phase II - we want to learn about unusual rules,
which constitute 1 % , 5 %, 10 % of all rules in the
knowledge base:

1. Removing outlier rules from the knowledge
base and returning the clustering,

2. Recalculating all four grouping quality
indicators,

3. Verifying how many cases the quality of the
cluster improved. Analysing the results of
the studies.
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FUTURE RESEARCH

Future research will focus on two issues: research
on improving the effectiveness of the inference
process in rule-based knowledge bases, after the

elimination of outlier rules, and further search for
algorithms, that will detect unusual rules even
more effectively.
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EXPERIMENTS PHASE II

Figure 2: Phase II - lists of detected ouliers for 1 %, 5 %
and 10 % case

The second phase results, in which we are looking
for outliers in the data in the optimal structure of
rule groups established in the first phase. For this
purpose, we choose 1%, 5%, and 10% of the most
unusual rules using the LOF method. We are
looking for cases that, after eliminating unusual
rules, will improve the evaluation of the cluster
quality. The most unusual rule, indicated by all
trials, is Rule No. 359 When we look at it closely,
it becomes clear, why it is unusual. Besides indi-
cating the age group and gender, all other features
(attributes) are undefined (value unknown). The
rule is shown to the field expert for evaluation.

SUMMARY
Figure 3, confirms that in each case, with 1%,
5%, and 10% of the outliers detected, the cluster
quality assessment indicators improved, after
removing them from the dataset. We applied the
LOF algorithm to complex data, such as rules in
knowledge bases.

Figure 3: Compare the quality of cluster with oulier
and after their removal

In the description of the rules to a large
extent, apart from quantitative features, there
are qualitative features. When using this
algorithm for real data, we have to execute it
many times, changing the algorithm’s parameter
(degree of the neighbourhood). Consultation
with a domain expert confirms, that all the
rules indicated as deviations are in some
sense atypical.

EXPERIMENTS PHASE I
We can see that the optimal index values, were
obtained for 2 clusters, and the centroid method.

Table 1: Phase I - looking for the optimal values of
clustering quality

Table 1 shows a repetition for 49 different values
of the number of groups, and 8 different methods
of combining the values of 4 selected measures
of cluster quality assessment: Dunn, Davies-
Bouldin, silhouette and CPCC measures.


